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Abstract—Traditional full-reference (FR) image quality assessment (IQA) metrics generally predict the quality of the distorted image by measuring its deviation from a perfect quality image called reference image. When the reference image is not fully available, the reduced-reference (RR) and no-reference (NR) IQA metrics may still be able to derive some characteristics of the perfect quality images, and then measure the distorted image’s deviation from these characteristics. In this paper, contrary to the conventional IQA metrics, we utilize a new “reference” called pseudo reference image (PRI), and a PRI-based blind IQA (BIQA) framework. Different from traditional reference image which is assumed to have a perfect quality, PRI is generated from the distorted image and is assumed to suffer from the severest distortion for a given application. Based on the PRI-based BIQA framework, we develop distortion-specific metrics to estimate blockiness, sharpness and noisiness. The PRI-based metrics calculate the similarity between the distorted image’s and the PRI’s structures. An image suffering from severer distortion has higher degree of similarity with the corresponding PRI. Through a 2-stage quality regression after distortion identification framework, we then integrate the PRI-based distortion-specific metrics into a general-purpose BIQA (BPRI) metric. The BPRI metric is opinion-unaware (OU), and almost training-free except for the distortion identification process. Comparative studies on 5 large IQA databases show that the proposed BPRI model is comparable to the state-of-the-art opinion-aware (OA)- and OU-BIQA models. Furthermore, BPRI not only performs well on natural scene images, but also is applicable to screen content images. The MATLAB source code of BPRI and other PRI-based distortion-specific metrics will be publicly available.

Index Terms—Blind image quality assessment (BIQA), pseudo reference image (PRI), blockiness, sharpness, noisiness.

I. INTRODUCTION

T

THE ubiquitous degradations existed in various visual communication systems call for efficient and effective image quality assessment (IQA) metrics which can predict the perceptual quality of images accurately. The ultimate goal of objective IQA is to develop computational metrics which can compute quality scores well correlated to human perceptions. During the past decades, dozens of IQA models have been proposed [2], [3], [4]. Although there are many distinctive ways to solve this problem, most of them share a common framework. In visual communication systems, the target image is usually degraded from an original perfect quality image called reference image. According to the availability of the reference image, IQA metrics can be classified into full-reference (FR), reduced-reference (RR) and no-reference (NR).

FR IQA metric can be interpreted as an image fidelity metric which describes the similarity between two images. It usually measures the target image’s deviation from the perfect quality reference image [2], [3]. If we describe the problem in a “quality axis”, FR IQA metric measures the “distance” from the reference image to the target image. Although sometimes the reference image is not available, we can still derive some characteristics of the perfect quality images, and then measure the distorted image’s deviation from such characteristics [4]. Therefore, whether the reference image is given or not, a common spirit of current IQA metrics is that: the perfect quality image is considered as the “reference point” of those methods, and the quality of the distorted image can be measured as a “distance” from this reference point.

Under such a framework, naturally a question can be asked is that “what about the opposite direction of the quality axis?” Few literature has discussed this question. If we can define...
an extreme point in the opposite direction of the quality axis which indicates the worst quality, then we can take it as a new “base point” for quality assessment. Based on this motivation, we generate a pseudo reference image (PRI) in this work. Fig. 1 illustrates a comparison of PRI-based quality metric and traditional IQA metric. Contrary to the conventional perfect quality reference image, the PRI is located in the opposite direction of the quality axis. It is derived from the distorted image, and it suffers from the severest distortion. After the generation of PRI, we can take the PRI as a new base point, and measure the distorted image’s distance from the PRI as the quality. Crete et al. [5] and Li et al. [6] proposed blur metrics by comparing a blurred image and the re-blurred image. The idea is close to the PRI-based IQA, but the proposed metrics can only estimate sharpness. In this work, we introduce the concept of PRI, and discuss the PRI-based IQA framework systematically. We demonstrate that the PRI-based framework is a general IQA framework, which works not only for one specific distortion but also for various other distortions. Moreover, the PRI-based framework can also be used for general-purpose IQA by integrating PRI-based distortion-specific IQA metrics.

To develop PRI-based IQA metrics, the following problems need to be solved: (1) the definition of PRI; (2) the measure of the quality distance. Since each type of distortion causes specific artifacts, we need to define distortion-specific PRI to be consistent with the characteristics of a given distortion. Also it requires different distance measures for different distortion types. In this work, we focus on blocking, blurring and noising artifacts since these are the most common artifacts in practical visual communication systems, and many other complex distortions can be combinations of these artifacts. We develop PRI-based quality metrics to estimate blockiness, sharpness and noisiness. The PRI-based distortion-specific metrics are then integrated into a general-purpose blind IQA (BIQA) method through a 2-stage quality regression after distortion identification framework, which is used in DIIVINE [7] and performs distortion-specific quality assessment after distortion identification. Fig. 2 illustrates a framework of the proposed PRI-based general-purpose BIQA model. It is worth mentioning that the proposed PRI-based method is opinion-unaware (OU), and almost training-free except for the distortion identification process.

Block-based compression causes blocking artifacts because of the independent quantization of each individual block. The blocking artifacts at the block boundaries together can form some pseudo structures. We find that such pseudo structures show certain degree of similarity in images compressed at various compression levels. The pseudo structure and the genuine image content structure both exist in the distorted image, but they can be distinguished according to their positions. The genuine image content structures can be everywhere, while pseudo structures are distributed at the block boundaries. To obtain the PRI, we compress the distorted image to the utmost using the highest compression level in the encoder. The distorted image’s and the PRI’s pseudo structures become more and more similar as the compression level gets higher and higher. In this paper, we propose a PRI-based blockiness metric named pseudo structure similarity (PSS) by calculating the similarity between pseudo structures of the target image and the corresponding PRI.

Blurring and noising distortions both degrade the textures of images, which significantly change the local image structures. For example, some texture patterns such as edges or corners will be turned into flat patterns because of blurring; whereas flat patterns can be turned into texture patterns because of noising. Thus measuring the change of local structures can be an effective way to measure both sharpness and noisiness, and we can utilize the same framework to estimate both artifacts. However, it is not easy to measure sharpness/noisiness using sole blurred/noisy images since local structures are highly sensitive to image content. In this paper, we compare the blurred/noisy images with the PRIs to reduce the influence of image content. To get the PRI, we further blur the current blurred image using a specific smoothing filter, and add a certain intensity of noise to the current noisy image. The further degraded images are taken as the PRIs. Local binary pattern (LBP) [8] is selected to describe the local structures because of its simplicity and high efficiency. We calculate the similarity of specific LBPs between the blurred/noisy image

![Fig. 2. A framework of the proposed PRI-based general-purpose BIQA metric, which is integrated from the proposed PRI-based distortion-specific metrics through a 2-stage quality regression after distortion identification framework.](image-url)
and the corresponding PRIs. The proposed PRI-based sharpness/noisiness metrics are referred as local structure similarity (LSS), specifically LSS_s for sharpness estimation and LSS_n for noisiness estimation. More blurred/noisy images have higher LSS scores since blurring/noising can only cause significant LBP changes in sharp/clean images.

The proposed PSS and LSS metrics both follow the framework of PRI-based IQA illustrated in Fig. 1. We solve the problem of IQA by measuring “how much worse the image could be?” rather than the traditional “how bad the image is?” As illustrated in Fig. 2, we then develop a general-purpose blind PRI-based (BPRI) IQA model by integrating the distortion-specific PRI-based IQA metrics through a 2-stage framework, in which we identify distortions first and then perform distortion-specific quality assessment. We compare the BPRI model with the state-of-the-art opinion-aware (OA) and opinion-unaware (OU) general-purpose BIQA metrics on 5 large IQA databases, including LIVE [9], TID2013 [10], CSIQ [11], SIQAD [12] and CCT [13]. The SIQAD database is a recently-constructed screen content image (SCI) quality assessment (QA) database, and the CCT database focuses on cross-content-type IQA. Experimental results show that PRI-based IQA is effective, and the proposed BPRI model is superior or comparable to the state-of-the-art OA- and OU-BIQA metrics.

The remainder of this paper is organized as follows. In Section II, we review some related works, including the state-of-the-art distortion-specific and general-purpose BIQA models. In Section III, we describe the details of the proposed PRI-based distortion-specific metrics, i.e., PSS and LSS. In Section IV, we present the proposed general-purpose BPRI model. The experimental results are given in Section V. Finally, Section VI concludes this paper and gives some discussions.

II. RELATED WORK

A. Distortion-Specific BIQA Metric

1) Blockiness estimation: Blockiness is a common type of distortion easily encountered in the visual communication systems. It is usually caused by the relatively independent processing of individual blocks which is involved in most block-based compression schemes. During recent years, many IQA models have been proposed to evaluate the perceptual quality of JPEG images [1], [14], [15], [16], [17], [18], [19]. Intuitively, JPEG image can be evaluated spatially from the inter-block blocking effect and intra-block blurring effect because of the within-block quantization and the discard of high frequency information. Liu and Heynderickx [16] combined the local blocking distortion with its local visibility through visual masking. The regularities of pseudo structures were measured in [18]. Zhan and Zhang [19] considered blockiness and the luminance change within blocks. Wang et al. [15] estimated blockiness through pixel changes across block boundaries, and also estimated blurring through both within-block differences and the zero-crossing rate of the differenting image. In a previous work [1], we proposed a pseudo structural similarity metric based on the PRI-based IQA framework.

2) Sharpness estimation: Sharpness estimation is also a nontrivial work because of the wide spread of blurring distortion in various application scenes such as picture capturing and image/video coding. Early sharpness estimators try to measure sharpness via edge analysis. Ferzli and Karam [20] introduced a concept of just noticeable blur (JNB), which described the minimum blurring needed to be perceived near the edge given a contrast higher than the just noticeable difference (JND). Based on JNB, Narvekar and Karam [21] developed a probabilistic model considering human’s sensitivity of blur at various contrasts. Li et al. [22] proposed a sparse-based sharpness metric since the spread of edges could be captured by the sparse coefficients. Estimating sharpness from the transform domain is also a good strategy, since blurred image is often short of high-frequency information. Vu and Chandler [23] applied a three-level separable discrete wavelet transform (DWT) and then a weighted average of the log-energies of the DWT subbands was computed as the sharpness. A spectral and spatial sharpness ($S_3$) was proposed in [24]. $S_3$ combined a spectral estimator with a spatial estimator. Since blurring introduced losses of local phase coherence (LPC), Hassen et al. [25] proposed a LPC-based sharpness metric. Gu et al. [26] estimated sharpness in an autoregressive parameter space.

3) Noisiness estimation: Noise estimation has been an important and fundamental problem in the field of image processing and computer vision. This problem can be solved by estimating the intensity (typically the variance) of noise [27], [28], [29]. Zoran and Weiss [27] estimated noise based on the assumption that clean image should have a constant kurtosis value throughout scales, and deviations from this were due to noise. Liu et al. [28] inferred the noise as a function of image intensity from a single image. Tang et al. [29] estimated noise through statistical analysis and noise injection. However, the intensity of noise sometimes can be deviated from the perceptual quality of the noisy image. Thus some researchers solve this problem from an IQA perspective of view, and propose noise-specific IQA metrics [30], [31]. Zhao et al. [30] proposed a dual-model approach based on the assumption that human visual system had different behavioral patterns under low and high noise levels. Liu et al. [31] proposed a blind IQA model for noisy image based on the free energy principle [32].

B. General-Purpose BIQA Metric

1) OA Metric: Some general-purpose BIQA models are based on natural scene statistics (NSS). DIVINe [7] identifies distortion first, and then conducts distortion-specific IQA using NSS of the wavelet coefficients. BRISQUE [33] uses the scene statistics of local luminance coefficients after mean
A. PRI-based Blockiness Measure - PSS

As described in Section I, the proposed blockiness metric PSS is based on the PRI. We first compress the distorted image to the PRI using the heaviest compression level in the encoder. The pseudo structures of the distorted image and the corresponding PRI are then detected, and finally the blockiness is measured as the similarity between two images’ pseudo structures. Fig. 3 illustrates a framework of the PSS metric. More details are as follows.

1) The PRI: The PRI has a worse quality than the distorted image, and it is compressed from the distorted image. Given the distorted image \( A \), we derive the PRI \( M \) by

\[
M = \text{JPEG}(A, QT),
\]

where JPEG denotes the JPEG encoder, and \( QT \) is the utilized quantization table which is fixed and represents a very low compression quality. Although we use the PRI as a “reference”, PSS is still a NR model since the PRI is derived from the distorted image. As shown in Fig. 3, the upper left image is the PRI of the upper right image.

2) Pseudo Corners and Structures: Since corners can describe image structures, they are frequently used in various applications such as video tracking and motion detection [43]. Corners could be also used to estimate blockiness, for example, Min et al. [13] considered the regularity of corners by quantifying the ratio of pseudo corners. In this paper, we also detect corners, and then use them to represent image structures. In JPEG compressed images, image structures are composed of both genuine image content structure and artificial pseudo structure resulted from excessive compression. We differentiate them by analysing the positions of the detected corners. If the detected corners are distributed at 4 corners of the \( 8 \times 8 \) block, they are identified as pseudo corners. Otherwise, if they are detected at some ordinary positions, they are taken as regular corners. Then the pseudo structures of an image can be described by all detected pseudo corners.
Given an image \( A = (a_{ij})_{h \times w} \), its pseudo structure is defined as \( P = (p_{ij})_{h \times w} \), where \( h, w \) indicate the image rows and columns, and the elements are

\[
p_{ij} = \begin{cases} 
1 & \text{if } a_{ij} \in C, \text{ mod}(i, N) < 2, \text{ mod}(j, N) < 2 \\
0 & \text{otherwise}
\end{cases},
\]

where \( a_{ij} \in C \) means that a corner is detected at pixel \( a_{ij} \); \( \text{mod} \) calculates the remainder; \( \text{mod}(i, N) < 2, \text{mod}(j, N) < 2 \) denotes position \((i, j)\) is one of the block corner, and the block size is \( N = 8 \). Shi and Tomasi’s minimum eigenvalue method [43] is used to detect corners. We use \( P_d = (p_{dij})_{h \times w} \) and \( P_m = (p_{mij})_{h \times w} \) to denote the pseudo structures of the distorted image and the PRI. As illustrated in the bottom two images of Fig. 3, the red and green dots denote pseudo corners \( (p_{ij} = 1) \). All dots together give a description of pseudo structures \( P_d \) and \( P_m \).

3) Pseudo Structure Similarity: As illustrated in Fig. 3, if we compare \( P_d \) and \( P_m \), we can find certain degree of similarity between them, and there are lots of overlapping pseudo corners. We use \( P = (p_{ij})_{h \times w} \) to denote the overlapping pseudo structures, i.e., the overlap between \( P_d = (p_{dij})_{h \times w} \) and \( P_m = (p_{mij})_{h \times w} \)

\[
P_e = (p_{dij})_{h \times w} = (p_{dij} \cdot p_{mij})_{h \times w}.
\]

The red dots in Fig. 3 and Fig. 4 describes \( P_e \). Fig. 4 illustrates pseudo structures in images of different compression degrees. Note that when the image is more compressed, its pseudo structures \( P_e \) will be more similar to the PRI’s pseudo structures \( P_m \), i.e., there are more overlapping pseudo corners.

Thus we introduce pseudo structure similarity (PSS) to estimate blockiness. We define the number of overlapping pseudo corners as \( N_o \), and the number of pseudo corners in \( P_m \) as \( N_m \)

\[
N_o = \sum_{i,j} p_{eij} ; \quad N_m = \sum_{i,j} p_{mij}.
\]

Then the pseudo structure similarity (PSS) is described as

\[
PSS = \frac{N_o}{N_m + 1},
\]

where the constant 1 is added for stability reason. Intuitively, PSS score denotes the overlapping degree between \( P_d \) and \( P_m \). Severe blockiness results in higher PSS value. As shown in Fig. 4, PSS correlates well with the blockiness degree and perceptual quality. More precise quantitative validation of the proposed method is given in Section V.

4) Implementation Details: Note that PSS involves very few parameters. We only need to set several parameters when deriving the PRI and detecting corners. In Eq.(1), we use the JPEG encoder in MATLAB. Specifically, the “imwrite” function is used. The quantization table \( QT \) corresponds to the “Quality” parameter of “imwrite”, which is set to the extreme point 0. It indicates the severest compression the encoder can provide. In Eq.(2), we use the MATLAB implementation of the minimum eigenvalue method [43] to detect corners. Specifically, “corner” function is used. The maximum number of detected corners is set as a very large number, which means that we do not bound the number in normal situations. A \( 3 \times 3 \) Gaussian mask with a standard deviation of 0.5 is used to filter the target image first. The “QualityLevel” parameter which specifies the minimum corner quality is set as 0.001. The quality parameter in PSS is set as a very small value so that we can detect more corners to describe the structures.

B. PRI-based Sharpness and Noisiness Metrics - LSS

Following the same PRI-based IQA framework described above, we propose PRI-based metrics \( \text{LSS}_r \) and \( \text{LSS}_s \) to estimate sharpness and noisiness. Fig. 5 illustrates a framework of \( \text{LSS}_r \). \( \text{LSS}_r \) and \( \text{LSS}_s \) both follow this framework. The differences are that \( \text{LSS}_r \) and \( \text{LSS}_s \) have different PRI definitions, and different LBPs are extracted to describe the local structures. In \( \text{LSS}_r \), the current blurred image is blurred to the PRI using a specific smoothing filter; while in \( \text{LSS}_s \), certain intensity of noise is added to the current noisy image to get the PRI. Different LBPs are then extracted to describe the local structures, since different LBPs can be sensitive to different distortions. Finally, \( \text{LSS}_s \) calculates the similarity between LBPs extracted from the distorted image and the PRI as the quality score.

1) The PRI: The PRI in \( \text{LSS}_r \) is blurred from the given distorted image \( A \)

\[
M = f \otimes A = \frac{1}{9} \begin{bmatrix} 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \end{bmatrix} \otimes A,
\]

where \( M \) is the derived PRI; \( f \) is the blurring filter, and we set it as an averaging filter; \( \otimes \) is the convolution operator.

The PRI in \( \text{LSS}_s \) is created by adding Gaussian noise to the given distorted image \( A \)

\[
M = A + N(0, v),
\]

where \( M \) is the created PRI; \( N(0, v) \) generates normally distributed random values with 0 mean and \( v \) variance. Similar to PSS, \( \text{LSS}_r \) and \( \text{LSS}_s \) are also NR metrics. Fig. 5 shows an example of PRI in \( \text{LSS}_s \).

2) Local Binary Patterns and Structures: LBP [8] is a powerful visual descriptor frequently used in many image processing and computer vision applications. LBP was also previously used in IQA [42], [38], [44]. Wu et al. [42] utilized
statistical features of local image structures described by LBPs. Li et al. [38] considered the histograms of LBPs as one part of the integrated quality features. Wu et al. [44] proposed a RR IQA metric by measuring the change of structural histogram described through LBP. The underlying assumption of the above LBP-based IQA metrics is that quality degradation can change local image structures which can be modeled by LBPs. For example, blurring can smooth the textures of images, and turn some texture patterns into flat patterns; whereas flat patterns can be turned into texture patterns because of noising. So we extract LBPs and quantify such local structure change to measure sharpness and noisiness.

LBP compares the luminance values of a center pixel $g_c$ and its circularly symmetric neighborhoods $g_p$, and then binarizes the differences between them using an unit step function, and codes the binarization results by summing them into a numerical value

$$\text{LBP}_{P,R} = \sum_{p=0}^{P-1} u(g_p - g_c), \quad \text{(8)}$$

where $P, R$ indicate the neighbour number and radius of the LBP structure; $u(*)$ is the unit step function

$$u(x) = \begin{cases} 1 & x \geq 0 \\ 0 & x < 0 \end{cases}. \quad \text{(9)}$$

Note that the LBP definition in Eq.(8) is different from the non-uniform definition in [8], where the authors code the binarization results by attaching a factor $2^r$ to the binary results of pixel $g_p$. It is also slightly different from their uniform definition. Here we do not code the LBP which has many spatial transitions as a separate number for simplicity.

In this paper, we set $P = 4$ and $R = 1$ for simplicity. It does not require any interpolation and the possible LBP values are also quite few. We find that several specific LBPs are sensitive to blurring, while some other LBPs are sensitive to noising. From the blurred image to the corresponding PRI, LBP$_{4,1} = 2$ and LBP$_{4,1} = 3$ change the most significantly; while from the noisy image to the corresponding PRI, LBP$_{4,1} = 0$ and LBP$_{4,1} = 1$ change the most significantly. Thus we quantify the changes of different LBPs as the quality metric for blur and noise. In LSS, we define the desired local structure map as $L = (l_{ij})_{h \times w}$, where the elements are

$$l_{ij} = \begin{cases} 1 & \text{if LBP}_{4,1} = 2 \text{ or LBP}_{4,1} = 3 \\ 0 & \text{otherwise} \end{cases}. \quad \text{(10)}$$

Similarly, the local structure map $L = (l_{ij})_{h \times w}$ in LSS$_n$ is defined as

$$l_{ij} = \begin{cases} 1 & \text{if LBP}_{4,1} = 0 \text{ or LBP}_{4,1} = 1 \\ 0 & \text{otherwise} \end{cases}. \quad \text{(11)}$$

We adopt the same calculation process for both images, and denote the local structure maps of the distorted image and the PRI as $L_d = (l_{dij})_{h \times w}$ and $L_n = (l_{nij})_{h \times w}$, respectively. The bottom two images in Fig. 5 illustrate examples of $L_d$ and $L_n$.

3) **Local Structure Similarity:** As described above, we measure the similarity between $L_d = (l_{dij})_{h \times w}$ and $L_n = (l_{nij})_{h \times w}$ as the quality. We define the overlap between them as $L_o = (l_{oij})_{h \times w}$, which can be calculated as

$$L_o = (l_{oij})_{h \times w} = (l_{dij} \cdot l_{nij})_{h \times w}. \quad \text{(12)}$$

Fig. 6 illustrates some $L_o$ examples of images of different blurring and noising degrees. Similar to PSS, there are more overlap between the feature maps of the distorted image and the PRI in more distorted images. We can also define the union between $L_d$ and $L_n$ as $L_u = (l_{uij})_{h \times w}$, whose elements are

$$L_u = (l_{uij})_{h \times w} = (l_{dij} | l_{nij})_{h \times w}. \quad \text{(13)}$$
Then the proposed local structure similarity (both \( \text{LSS}_s \) and \( \text{LSS}_n \)) can be defined as

\[
\text{LSS} = \frac{N_o}{N_o + 1},
\]

where \( N_o \) and \( N_u \) mean the number of non-zero elements in the \( L_s \) and \( L_u \) maps, which can be calculated through

\[
N_o = \sum_{i,j} l_{u,ij}; \quad N_u = \sum_{i,j} l_u.
\]

Similar to PSS, LSS indicates the overlapping degree between the \( L_s \) and \( L_u \), and more blurred/noisy images have higher LSS values. As shown in Fig. 6, LSS scores provide good predictions of the sharpness and noisiness degrees. Note that LSS adopts a global averaging strategy. Considering the success of percentile pooling in sharpness estimation, LSS may be improved by incorporating visual attention [45], [46], [47].

4) Implementation Details: Compared with PSS, LSS, and \( \text{LSS}_n \) involve even fewer parameters. As described above, \( \text{LSS}_s \) uses a 3 \( \times \) 3 averaging filter to derive the PRI, and Gaussian noise with 0 mean and 0.5 variance is added to create the PRI in \( \text{LSS}_n \). In both LSS metrics, LBPR4,1 is used to calculate the local structure maps.

IV. PRI-BASED GENERAL-PURPOSE METRIC - BPRI

Motivated by DIIIVINE [7], we integrate the above PRI-based distortion-specific metrics, i.e., PSS, \( \text{LSS}_s \) and \( \text{LSS}_n \), into a general-purpose blind PRI-based (BPRI) metric through a 2-stage quality regression after distortion identification framework. Different from DIIIVINE [7] which needs to learn a regressor to integrate a large group of features, single quality scores computed by PSS, \( \text{LSS}_s \) and \( \text{LSS}_n \) are effective enough to describe the quality degradation caused by blockiness, blur and noise. Thus it is feasible to integrate PSS, \( \text{LSS}_s \) and \( \text{LSS}_n \) in an opinion-unaware manner.

A. Score Alignment

First we need to align the quality scores, since PSS, \( \text{LSS}_s \) and \( \text{LSS}_n \) respond differently to the quality variations. The quality scores computed by PSS, \( \text{LSS}_s \) and \( \text{LSS}_n \) are denoted as \( q_b \), \( q_s \) and \( q_n \), respectively. We use the following five-parameter logistic function to map the quality scores

\[
q' = \lambda_1 \left( \frac{1}{2} - \frac{1}{1 + e^\lambda_2(q - \lambda_3)} \right) + \lambda_4 q + \lambda_5,
\]

where \( q, q' \) are the original and mapped quality scores, respectively; \{\( \lambda_i \mid i = 1, \ldots, 5 \} \) are five parameters determined through curve fitting. Quality scores mapped from \( q_b \), \( q_s \) and \( q_n \) are denoted as \( q'_b \), \( q'_s \) and \( q'_n \), respectively.

To fit the parameters, we create an image set having no content overlap with the widely used IQA databases. Specifically, we select 100 high quality natural images from a public database [48], and generate the distorted images using the 4 most common types of distortions, i.e., JPEG compression (JPEG), Gaussian blur (GB), white Gaussian noise (WN), and JPEG2000 compression (JP2K). For each distortion type, 5 quality levels are selected to cover a wide range of perceptual quality. A total of 2,000 distorted images are used to fit the parameters. Target scores are also needed to conduct the curve fitting. In IQA model evaluation, the ground-truth quality scores are used. In consideration of the successes of FR IQA metrics, we use FR metric to guide the score alignment, i.e., all distortion-specific quality scores are non-linearly mapped to the quality scores of FR metric. GMSD [49] is used in BPRI. We will also try other FR metrics, and test the performance in Section V. After score alignment, \( q'_b \), \( q'_s \) and \( q'_n \) are comparable and respond consistently to the quality variations.

B. Distortion Identification and Quality Regression

We train a classifier to identify the distortions. For simplicity, we utilize \( q_b \), \( q_s \) and \( q_n \) as features for the identification. The image set described in Section IV-A is used as the training set \( \Phi \). Considering the successes of support vector machine (SVM) in classification problems, we select SVM for classification. Given the features \( q = [q_b, q_s, q_n]^T \) and the label \( l \in \{b, s, n\} \) of each image and the training set \( \Phi \), we can train the classifier

\[
\text{classifier} = \text{SVM}_\text{TRAIN}(q, l), \quad l \in \Phi,
\]

Fig. 6. Local structure similarity in images of different distortion levels. 1st row: cropped distorted images; 2nd row: the corresponding \( L_s \) maps, i.e., the overlap between the distorted image’s and the PRI’s local structure maps; DMOS: difference mean opinion score; \( \text{LSS}_s \), \( \text{LSS}_n \): the quality scores computed by the LSS metrics. There are more overlap in more distorted images.
where \( i \) is the image index. Then given the quality feature \( q \) of any test image, we can identify distortions using the pretrained classifier

\[
p = \text{SVM}_\text{PREDICT}(q, \text{classifier}), \tag{18}
\]

where \( p = [p_0, p_1, p_2]^T \) are the predicted probabilities of different distortions.

LIBSVM [50] is adopted to implement SVM with a radial basis function (RBF) kernel. We follow the common SVM parameter settings used in the training of OA-BIQA metrics, and only change the model type from “epsilon-SVR” to “C-SVC”, i.e., from regression to classification. During the score alignment and classifier training, the JP2K subset is labeled as GB since we do not design distortion-specific metric for JP2K and the main distortion in JP2K compressed images is blur. We adopt a probability weighting strategy and the final quality score of BPRI is then described as

\[
Q = p^T \cdot q', \tag{19}
\]

where \( q' = [q'_{0}, q'_{1}, q'_{2}]^T \) are the aligned scores. As an alternative, we can also adopt a hard classification strategy, in which we classify the distortion type explicitly and use the corresponding aligned score as the quality. We will also test the performance of such strategy in Section V.

V. EXPERIMENTAL RESULTS

To validate the proposed BPRI quality model, first we test BPRI and the state-of-the-art BIQA models on the four most common distortion types mentioned above, then we will test all BIQA models’ generalizability to other distortions. We test BIQA models on images of two most dominant types we may encounter in realistic visual communication systems, i.e., natural scene image (NSI) and screen content image (SCI). SCI is also an indispensable part of visual communication systems, and SCI QA becomes more and more important because of the widespread of the so-called “screen content” which is often computer-generated and thus has some extraordinary characteristics [12], [13].

A. Experimental Protocol

1) Databases: Five large IQA databases are used as testbeds, including LIVE [9], TID2013 [10], CSIQ [11], SIQAD [12] and CCT [13]. The first 3 are commonly used NSI QA databases. The SIQAD database is constructed to facilitate the research of SCI QA [12]. The CCT is a cross-content-type IQA database constructed to test IQA models’ generalizability to other content types [13]. It includes 1,320 NSIs, computer graphic images (CGIs) and SCIs compressed by the high efficiency video coding (HEVC) intra coding method and the screen content compression (SCC) extension of HEVC. The main artifacts introduced by HEVC and HEVC-SCC are blurring and blockiness. Current IQA studies are mostly concentrated on NSI, and there are more publicly available NSI QA databases. The first four databases share four common distortion types, i.e., JPEG, GB, WN and JP2K, and there are 634, 500, 600 and 560 commonly distorted images in each database, respectively. We will test BIQA models on the commonly distorted images first, and then test their distortion generalizability on other non-common distortions included in the LIVE, TID2013, CSIQ, SIQAD, and CCT databases.

2) Comparing Algorithms: We compare the proposed BPRI model with the state-of-the-art BIQA models, including:

- OA-BIQA models: DIVINE [7], BLIINDS-II [34] and BRISQUE [33] use wavelet, DCT and spatial domain NSS, respectively. NFERM [35] is based on free energy principle. CORNIA [36] and HOSA [37] are both based on unsupervised feature learning.

We use the original implementations released by the authors. A short review of the above BIQA models can be found in Section II-B.

3) Evaluation Criteria: To evaluate the IQA models, we follow the common procedures [13], [51], [52], and first map the predicted quality scores using the five-parameter logistic function as shown in Eq.(16). Different from the score alignment, \( q \) and \( q' \) now are the predicted and mapped quality scores; \( \{\lambda_{i} | i = 1, 2, ..., 5\} \) are fitted parameters using the predicted quality scores and the ground-truth quality scores. Then the consistency between the mapped score and the ground-truth is calculated to measure the performance of the IQA model. We choose the following 3 mainstream metrics as the evaluation criteria.

- Spearman rank-order correlation coefficient (SRCC). It denotes the monotonicity between the ground truth and predicted score.
- Pearson linear correlation coefficient (PLCC), which measures the IQA metric’s prediction linearity.
- Root-mean-square error (RMSE), which calculates the error between the mapped score and the ground truth.

B. Performance on Common Distortions

We first test all BIQA models on common distortions. Table I lists the performance comparison results. Besides single distortions, we also test on all 4 types of distorted images. All OA-BIQA models are trained on the LIVE, thus we do not list their performance on the LIVE in Table I to ensure complete separation of training and testing. We mainly compare the BPRI with OU-BIQA models on the LIVE. Similarly, CORNIA and HOSA learn a codebook using images from the CSIQ, thus their performance is excluded on the CSIQ. For the proposed BPRI method, both the probability weighting strategy and the hard classification strategy are tested, which are denoted as BPRI(p) and BPRI(c), respectively. We have highlighted the top 2 models according to each criterion. Mean SRCC and PLCC performance averaged over all databases and the total hit count (the number of times ranked in the top 2) are also reported in Table I.

It can be observed that the proposed BPRI models remain on the top on most databases, especially on the SIQAD where the proposed methods show remarkable superiority. Most of the current models are not so good at handling SCIs, while the
proposed methods perform pretty well on SCIs and show good consistency across image content types. It is not surprising since most current BIQA models are implicitly designed for NSIs and rely on some statistics of NSIs, while the quality criteria utilized by the BPRI methods are not restricted to non-common distortions in the LIVE, CSIQ, and SIQAD databases including compression (LSC). The corresponding performance comparison results are listed in Table II, Table III, and Table IV respectively. We only report SRCC performance for simplicity.

C. Performance on Non-common Distortions

We test all BIQA models’ generalizability to other distortions from 3 aspects: the whole TID2013 database which includes 24 distortion types; the CCT database which includes 3 content distortions and 2 distortion types; and non-common distortions in the LIVE, CSIQ, and SIQAD databases including fastading (FF), additive pink Gaussian noise (pWN), contrast change (CC), motion blur (MB), and layer-segmentation based compression (LSC). The corresponding performance comparison results are listed in Table II, Table III, and Table IV respectively. We only report SRCC performance for simplicity. Similar results can be obtained according to other criteria.

From Table II, it is observed that CORNIA, HOSA, IL-NIQE LPSI, and UE-NIQE CORNIA HOSA have the best performance in terms of SRCC, followed by DIIVINE BLINDS-II BRISQ, DIIVINE JEPG BLINDS-II and DIVINE BLINDS-II BRISQUE.

C. Performance on Non-common Distortions

We test all BIQA models’ generalizability to other distortions from 3 aspects: the whole TID2013 database which includes 24 distortion types; the CCT database which includes 3 content distortions and 2 distortion types; and non-common distortions in the LIVE, CSIQ, and SIQAD databases including fastading (FF), additive pink Gaussian noise (pWN), contrast change (CC), motion blur (MB), and layer-segmentation based compression (LSC). The corresponding performance comparison results are listed in Table II, Table III, and Table IV respectively. We only report SRCC performance for simplicity. Similar results can be obtained according to other criteria.

From Table II, it is observed that CORNIA, HOSA, IL-NIQE LPSI, and UE-NIQE CORNIA HOSA have the best performance in terms of SRCC, followed by DIIVINE BLINDS-II BRISQ, DIIVINE JEPG BLINDS-II and DIVINE BLINDS-II BRISQUE.

C. Performance on Non-common Distortions

We test all BIQA models’ generalizability to other distortions from 3 aspects: the whole TID2013 database which includes 24 distortion types; the CCT database which includes 3 content distortions and 2 distortion types; and non-common distortions in the LIVE, CSIQ, and SIQAD databases including fastading (FF), additive pink Gaussian noise (pWN), contrast change (CC), motion blur (MB), and layer-segmentation based compression (LSC). The corresponding performance comparison results are listed in Table II, Table III, and Table IV respectively. We only report SRCC performance for simplicity. Similar results can be obtained according to other criteria.

From Table II, it is observed that CORNIA, HOSA, IL-NIQE LPSI, and UE-NIQE CORNIA HOSA have the best performance in terms of SRCC, followed by DIIVINE BLINDS-II BRISQ, DIIVINE JEPG BLINDS-II and DIVINE BLINDS-II BRISQUE.
NIQE and the proposed BPRI methods are the top models on the TID2013 according to the average performance and the hit count. The BPRI methods generalize to other distortion types well though they are integrated by three PRI-based distortion-specific metrics. On the CCT database, both the NSI, CGI, SCI subsets and the whole database are tested. It can be observed from Table III that the proposed BPRI methods are close to the best performing BIIQA models on the NSI and CGI subsets, but they perform the best on the SCI subset and the whole database. The proposed BPRI methods demonstrate their superiority on SCIs, which is consistent with the results described in Section V-B. From an overall perspective, the BPRI methods still perform the best on the CCT database. From Table IV, we can observe that no BIIQA model shows significant superiority on non-common distortions of the LIVE, CSIQ, and SIQAD databases. Most BIIQA models show good performance on distortions close to the common distortions, but they are not good at distinguishing distortions such as contrast change.

From Table II, Table III, and Table IV, we can observe that BPRI works for various distortions though BPRI only considers blockiness, sharpness and noisiness. It is because that blockiness, blurring and noisiness are the most common and dominant distortions in both IQA databases and practical visual communication systems. Many other distortions are close to or can be combinations of these distortions. The mechanism of BPRI is similar to DIIVINE, which also utilizes a 2-stage quality regression after distortion identification framework.

**D. Parameter Sensitivity**

The proposed PRI-based metrics (PSS, LSS<sub>n</sub>, LSS<sub>a</sub> and BPRI) involve very few parameters. Most parameters are introduced when generating the PRI, where we need to control the distortion level of the PRI. The key parameters include:

- The compression “Quality” parameter in PSS, which specifies the compression degree when deriving the PRI.
The SRCC performance of BPRI w.r.t. variations of (a) the compression quality parameter, (b) the STD of the blurring kernel, (c) the variance of the added noise on the LIVE, TID2013, CSIQ and SIQAD databases.

Fig. 7. The SRCC performance of BPRI(p) using different FR metrics to guide the score alignment. We have tested several representative FR metrics including: SSIM [53], MS-SSIM [54], VIF [55], FSIM [56], VSI [57], MDSI [58], PSIM [59] and GMSD [49]. It is observed that the performance of using different FR metrics are quite close, especially when using VIF, FSIM, PSIM and GMSD.

Table V

<table>
<thead>
<tr>
<th>FR Metrics</th>
<th>LIVE</th>
<th>TID2013</th>
<th>CSIQ</th>
<th>SIQAD</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSIM</td>
<td>0.8900</td>
<td>0.8145</td>
<td>0.8832</td>
<td>0.6998</td>
<td>0.8219</td>
</tr>
<tr>
<td>MS-SSIM</td>
<td>0.9120</td>
<td>0.8695</td>
<td>0.8972</td>
<td>0.7229</td>
<td>0.8504</td>
</tr>
<tr>
<td>VIF</td>
<td>0.9294</td>
<td>0.8855</td>
<td>0.8884</td>
<td>0.7784</td>
<td>0.8704</td>
</tr>
<tr>
<td>PSIM</td>
<td>0.9158</td>
<td>0.8789</td>
<td>0.9025</td>
<td>0.7543</td>
<td>0.8629</td>
</tr>
<tr>
<td>VSI</td>
<td>0.9076</td>
<td>0.8407</td>
<td>0.8934</td>
<td>0.6720</td>
<td>0.8284</td>
</tr>
<tr>
<td>MDSI</td>
<td>0.9210</td>
<td>0.8542</td>
<td>0.8885</td>
<td>0.6605</td>
<td>0.8311</td>
</tr>
<tr>
<td>PSIM</td>
<td>0.9295</td>
<td>0.8860</td>
<td>0.8964</td>
<td>0.7378</td>
<td>0.8624</td>
</tr>
<tr>
<td>GMSD</td>
<td>0.9304</td>
<td>0.8937</td>
<td>0.8999</td>
<td>0.7714</td>
<td>0.8739</td>
</tr>
</tbody>
</table>

- The blurring filter in LSS\(_n\), which specifies the blurring degree when blurring the distorted image to the PRI.
- The variance \(v\) in LSS\(_n\), which specifies the intensity of the added noise when deriving the PRI.
- The choice of FR metric in BPRI, which is used to guide the score alignment.

We test the BPRI’s sensitivity to variations of these parameters on the 4 common distortions (JPEG, GB, WN and JP2K) of the LIVE, TID2013, CSIQ and SIQAD databases. When testing one parameter, other parameters are fixed as the default settings. Since the classifier and the score alignment are related to all quality scores of the PRI-based distortion-specific metrics, we re-train the classifier and re-fit the score alignment model when testing the parameters. For the second parameter, we replace the averaging filter with a \(3 \times 3\) Gaussian filter with standard deviation (STD) of \(\sigma\), and test BPRI’s sensitivity to \(\sigma\). The averaging filter can be approximated by a Gaussian filter with a large \(\sigma\).

Fig. 7 illustrates the SRCC performance of BPRI(p) with the variations of the first three parameters. It can be observed that the performance remains stable within a significantly wide range, which suggests high generalization capability of the proposed BPRI method. Note that these three parameters have controlled the distortion levels of the PRIs. It means that the PRI does not need to be located at an exact point in the quality axis as illustrated in Fig. 1. The PRI can be located at any point within a certain range which represents worse quality than the distorted image. Table V lists the SRCC performance of the BPRI(p) using different FR metrics to guide the score alignment.

E. Computational Complexity

To compare the computational complexity of state-of-the-art BIQA models, we report the average running time (second/image) for 100 images with a fixed resolution of \(512 \times 512\) on a computer with 4.00 GHz Intel Core i7-6700K CPU and 32 GB RAM. The running cost includes all feature extraction and quality prediction time. From Table I, it appears that BPRI is among the models with low computational complexity.

F. Analyses and Discussions

As described above, the proposed PRI-based BPRI method achieves competitive performance compared with the state-of-the-art. It is interesting to analyse how the PRI contributes to the BIQA process. Fig. 8 illustrates example images of different distortion types and levels, and the corresponding PRIs. Three distortion levels and three distortion types (JPEG, WN and GB) are illustrated here.

Taking JPEG compression as an example, we can observe that no matter what the distorted images look like, the PRIs look very similar, especially in the feature space (for example, the pseudo structure space for JPEG images). That is the reason why the “pseudo reference” can be used as a “reference”. The distorted image becomes more and more similar to the PRI as the distortion becomes severer and severer. Different from the traditional “reference” which describes image contents with perfect quality, PRI describes the image contents under the extremely poor quality condition, and the PRI is independent of original distortion level to some extent. One bottleneck of traditional BIQA models is that it is not easy for them to distinguish artifacts and image contents, which are sometimes similar. PRI-based methods have considered the influence of image contents by comparing with the PRI.
Similarly, PRI plays the same role in the QA of noisy images. PRI provides a description of the image content under extremely noisy condition. The PRI is image content dependent, but it is independent of original noise level to some extent. The philosophy of PRI-based sharpness estimation is slightly different from PRI-based blockiness and noisiness estimation. We introduce a certain amount of blurring (e.g., $3 \times 3$ averaging in our work), and estimate the image content change. Blurring can change image content more significantly in sharper images. The PRI acts as a reference to quantify the content change.

The most critical engineering design is the deriving of the PRI. Since each type of distortion causes specific artifacts, we need to introduce the same type of artifacts to be consistent when deriving the PRI. Thus the way of introducing artifacts is determined, i.e., JPEG compression, adding noise, or blurring. We only need to control the strength of the introduced artifacts when deriving the PRI. We have introduced different levels of artifacts in Section V-D. As analyzed, the performance is stable within a wide range, which indicates that the PRI does not need to be located at an exact point in the quality axis as illustrated in Fig. 1. The quality conditions of the PRI or the strength of the introduced artifacts are adjustable, and they will not influence the quality prediction significantly within a certain range.

VI. Conclusion

Contrary to traditional IQA metrics which explicitly or implicitly measure the distorted image’s deviation from perfect quality images, we have utilized in this paper a new concept of pseudo reference image (PRI), and a PRI-based BIQA framework by measuring the distorted image’s distance to the PRI. We confirm the effectiveness of PRI-based IQA, and propose several PRI-based distortion-specific metrics to estimate blockiness, sharpness and noisiness. The PRI-based distortion-specific metrics are then integrated into a general-purpose BIQA method named blind PRI-based (BPRI) metric. The proposed BPRI method is opinion-unaware and almost training-free except for the distortion identification process. Compared with the state-of-the-art competitors, the proposed model shows superior or at least comparable quality prediction performance.

One advantage of the proposed metrics is that they perform quite well on both natural scene and screen content images. It is an important and useful characteristic since the computer-generated screen contents become more and more widespread. Note that although we only predict image quality via estimating blockiness, sharpness and noisiness in this research, the presented PRI and PRI-based IQA framework could be generalized to other image distortion types, and the proposed BPRI method could also be further improved by integrating more PRI-based distortion-specific estimators. For other distortion types, we need to work out specific problems of PRI definition and appropriate distance measures. We are currently working on more extensions of the introduced PRI scheme to the assessment of more distortion types.
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