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Abstract—Screen content images are originally captured in a full-chroma format. The chroma downsampling, which is commonly applied to the chroma component in screen content image representation and processing (e.g., YUV4:2:0 compression), will significantly degrade the image quality and create annoying artifacts such as blur and color shifting. To tackle this problem, in this paper we propose luma aware chroma downsampling and upsampling algorithms to jointly improve the quality of the chroma image reconstruction. Guided by the luma information, the chroma upsampling algorithm is proposed with the utilization of major color and index map representation. The geometric information-based linear mapping is developed to transfer the structure of luma to the interpolated chroma. Subsequently, the error sensitivity of the upsampling method is analyzed, and content dependent downsampling algorithm is presented to minimize the error sensitivity function. We further explore the applicability of the proposed scheme in the scenario of screen content compression, targeting at improving the decoded chroma image quality for display. Extensive experimental results demonstrate the viability and efficiency of the proposed scheme.

Index Terms—Chroma component, downsampling, screen content compression, screen content image, upsampling.

I. INTRODUCTION

RECENTLY, there is a striking rise in the popularity of the screen virtualization. A variety of remote processing and virtual desktop applications emerge with the purpose of accessing and controlling the remote data and computational resources through the network, such as cloud–mobile convergence [1], cloud gaming [2], [3], remote computing platform [4], and remote desktop sharing system [5], [6]. In these applications, the updated screen is generated, compressed, and transmitted to the display side. The screen virtualization can be realized by the users’ interaction with the local display interface, which is a typical computer generated screen content image.

The quality of screen content images directly determines the interactivity performance and user experience of the remote system. In general, the human visual system (HVS) is much more sensitive to the variations in luma than chroma, and the compression performance can be improved by downsampling the chroma to reduce the consumed bits. This introduces the YUV4:2:0 codecs that are commonly used in current image and video systems. However, in addition to blur, it is realized that chroma downsampling for screen content may create annoying artifacts such as color shifting [7]. This is because of the anisotropic features in textual content [8]. Being aware of this problem, full chroma format-based screen content compression is taken into account in the development of High Efficiency Video Coding (HEVC) range extension [9]. Nevertheless, it is usually inefficient to compress the entire image with full chroma [4], as natural image content is usually involved in the captured screen content image. To tackle this dilemma, mixed format compression algorithms are proposed in [7], [10], and [11], where the pure screen content is compressed with YUV4:4:4 format and meanwhile the natural image content is compressed with YUV4:2:0 format. However, the requirements of standard and backward-compatibilities in real applications may not be satisfied by simply combining two chroma formats together. To support YUV4:2:0 format representation in these applications, such as screen virtualization and remote control, high efficiency chroma upsampling algorithm is an urgent need.

Recently, spatial adaptive upsampling algorithms have been intensively studied in the literature, such as the new edge-directed interpolation method [12], regularized local linear regression [13], joint bilateral upsampling [14], and guided filter [15]. However, to the best of the author’s knowledge, few of them are specifically designed for the upsampling of screen content. The screen content images may not always share the same properties of natural images. For example, the discontinuous-tone computer generated textual content features sharp edges and thin lines with few colors, while the natural images usually have continuous-tone content with smooth edges, thick lines, and more colors [8], [10].

In general, there is a high correlation among the color channels. To reduce the inter-channel redundancy, inter-channel prediction techniques have been intensively studied in video compression. For example, in [16] and [17], the blue and red channels are linearly predicted from the colocated green channel. Alternatively, this method can be applied from blue or red to the other two channels as well. In the luma–chroma spaces, efforts have also been devoted to
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developing linear models from luma to chroma. In [18], the reconstructed luma blocks are used to predict the chroma samples for YUV4:2:0 coding. In [19], an effective intra-coding mode called linear mode is developed to improve the chroma coding performance in HEVC. In inter-channel prediction, the most important issue is how to establish the relationship between luma and chroma and derive the parameters of the regression model. This process should be highly adaptive to the luma content, which well preserves the image structure. Inspired by this, in this paper, we target at developing luma guided downsampling and upsampling algorithms for screen content image chroma format conversion. The unique characteristics such as limited colors and sharp edge in screen content are employed in the adaptive sampling process. The contributions of our work are as follows.

1) A luma information guided chroma upsampling algorithm is proposed. The local major colors are extracted from luma component to exploit the structure geometric mapping between luma and chroma. The low complexity local linear transform is further employed to derive the chroma components, which produces more structured chroma information.

2) An adaptive downsampling algorithm is devised to deliver more information in the coarse resolution chroma image. The luma pixels that are involved in the upsampling process are identified to extract the base colors. Based on the analysis of the error sensitivity function, the downsampled chroma pixels are derived by minimizing the differences between the interpolated pixels and the filtering output of chroma image.

3) With the proposed downsampling and upsampling algorithms, high efficiency screen content image compression scheme that supports YUV4:2:0 format codec is proposed. The advantages of the proposed scheme are that it achieves standard and backward compatibilities with the existing natural image/video codecs as well as maintains high quality chroma reconstruction.

The remainder of this paper is organized as follows. In Section II, we analyze and demonstrate the artifacts created by color downsampling. Section III elaborates the luma guided chroma upsampling and downsampling algorithms, and the complexity analysis is provided as well. Section IV demonstrates the high efficiency screen content image compression scheme that supports YUV4:2:0 format codec. Experimental results are presented in Section V. Finally, this paper is concluded in Section VI.

II. ANALYSIS ON SCREEN CHROMA DOWNSAMPLING

For natural images, the pixel values in chroma channel are usually much smoother than that in the luma channel. In contrast, due to the discontinuous-tone features of the screen content, sharp edges often exist in chroma channel of the textual regions. Therefore, the natural image can be converted into YUV4:2:0 format for compression, which not only maintains the visual quality but also achieves high compression performance. However, for screen content, the visual quality may be distorted after chroma downsampling because of the obvious visual artifacts such as blurring and color shifting. In Fig. 1, we provide an example showing the effect of chroma downsampling on the textual and natural image contents, respectively. The YUV4:2:0 image is generated by first downsampling the chroma components with an average filter that computes the mean value of the four corresponding samples, and then performing bilinear method on the downsampled chroma components for interpolation. It can be observed that the color of the textual content is significantly degraded and obvious artifacts are observed, while little visual quality loss is observed in the natural image. To further investigate the cause of the visual artifacts created by chroma downsampling, the chroma components in Fig. 1 are extracted and demonstrated in Fig. 2. It is observed that the textual structure is well kept in the chroma component, while the chroma content in natural images is smoother and less structured.

From natural scene statistics, the amplitude spectrum that can be characterized by the amplitude after the discrete Fourier transform of natural images falls with the spatial frequency approximately proportional to $1/f^p$ [20]–[22], where $f$ is the spatial frequency and $p$ is an image dependent constant. The textual and natural subimages in Fig. 1 are decomposed...
with Fourier transform and the amplitude spectrum is then computed, respectively, as demonstrated in Fig. 3. It is observed that the falloffs for natural images are approximately straight lines in log–log scale, which is consistent with the $1/f^p$ relationship. However, for the textual image, this law is no longer obeyed for both luma and chroma. Moreover, the energy of textual content at high frequency is larger than that of natural image content, especially for the chroma component, which verifies the observation that chroma content in textual content is sharper and more structured.

We further examine the chroma component by the block-wise spatial frequency measure (SFM) [23], which is defined as

$$\text{SFM} = \sqrt{G_H^2 + G_V^2}$$

$$G_H = \frac{1}{m \times n} \sum_{i=1}^{m-1} \sum_{j=1}^{n-1} (\tilde{C}_{i,j} - \tilde{C}_{i-1,j})^2$$

$$G_V = \frac{1}{m \times n} \sum_{i=1}^{m-1} \sum_{j=1}^{n-1} (\tilde{C}_{i,j} - \tilde{C}_{i,j-1})^2$$

where $\tilde{C}_{i,j}$ indicates the chroma pixel value in the block with size $m \times n$. In Fig. 4, the SFM distributions in two chroma channels of the natural and textual subimages in Fig. 2 are illustrated (the whole left and right subimages are treated as natural and textual images, respectively). The probability of zero bin is ignored for demonstration. It is observed that the SFM values concentrate on low values for natural image, while it has a scattered distribution at high values for textual content. The high gradient pixels appear at edge boundaries of textual content. As the HVS is more sensitive to the artifacts around edge boundaries, after chroma upsampling, these artifacts can be easily detected and cause the visual experience degradation.

### III. Chroma Upsampling and Downsampling

In this section, we first describe the upsampling method with the utilization of base color and index map (BCIM) representation. Subsequently, the downsampling algorithm based on the upsampling process is detailed. Finally, the computational complexity is analyzed for both upsampling and downsampling. In the following description, only one chroma channel is considered. Without loss of generality, the algorithm is also valid for the other one.

#### A. Chroma Upsampling

The proposed upsampling process is illustrated in Fig. 5, which includes chroma interpolation, content analysis, and luma guided chroma filtering. Considering real-time application scenarios, simple interpolation method such as bicubic or bilinear is first employed to generate the initial full resolution chroma image. Low complexity content analysis is then conducted to identify the high gradient screen content and extract major colors. Following this process, efficient filtering that linearly transforms the luma samples to chroma components is finally performed.

The block-wise content analysis and chroma filtering is performed by dividing the image into nonoverlapping blocks. The default block size is $16 \times 16$. To ensure low complexity upsampling, there is no need to perform luma guided filtering on the natural content. Therefore, we classify the block type by the number of high gradient pixels [4], [11]

$$N_S = \sum_{i=1}^{m-1} \sum_{j=1}^{n-1} u(|I_{i,j} - I_{i-1,j}| > I_{th} \lor |I_{i,j} - I_{i,j-1}| > I_{th})$$

where $I_{th}$ denotes the predefined threshold and $I_{i,j}$ denotes the luma samples at the location $(i, j)$. The symbol $\lor$ denotes the logical or operation. The function $u$ equals to one when
the input logical value is true. In general, there is a high probability that blocks with many high gradient pixels belong to textual content. As such, if the number $N_S$ exceeds a certain threshold $N_{ST}$, the current block is identified to be a high gradient block that is subject to further processing. The default values of $I_{th}$ and $N_{ST}$ are set to be 32 and 3, respectively.

Due to the features of sharp edge and limit colors in textual content, the BCIM representation has been a powerful tool in screen content compression and various coding algorithms based on BCIM were proposed in [4], [8], [11], [24], and [25]. In this paper, this method is employed to establish the geometric structure mapping between luma and chroma components. One example of high gradient textual block and its corresponding luma pixel histogram are shown in Fig. 6, and it is observed that the block only contains limited number of sample values. In general, algorithms such as k-means and vector quantization can be used to extract the base colors. However, high computational complexity will be involved when applying these methods. To obtain the base colors with low complexity, the pixel value histogram is established and consequently a majority of pixels are convergent to a small number of colors, as illustrated in Fig. 6(d). In this paper, the number of base colors is limited to four. These colors are extracted as base colors and equal size windows are used to range the extracted major colors. Colors that cannot be represented by base colors are identified as escape colors. The corresponding index map in Fig. 6(c) represents the geometric information extracted from the block, and different colors indicate different indices. This method has been proven useful in BCIM-based screen content compression [4], [11].

The corresponding chroma component of the block in Fig. 6(a) is shown in Fig. 7, and it is observed that there is a high correlation between the luma and chroma structure. The relationship between luma and chroma of two major colors is further demonstrated in Fig. 8. The corresponding chroma pixels converge to two points, indicating that there almost exists a perfect linear correlation between two base colors.

This motivated us to apply the luma index map to identify the major colors in the interpolated chroma component. Subsequently, BCIM-based linear transform is performed after the major color’s identification. To achieve a good balance between complexity and performance, the four most important base colors that compose the major part of blocks are extracted and divided into two pixel sets according to the number of pixels corresponding to each base color. Specifically, the base colors are ranked by the number of corresponding pixels. The first pixel set corresponds to the two most important colors and the second pixel set corresponds to the rest two. Under special circumstances, there may exist only three base colors in a block, and the second set is formed by the last two base colors. In this case, the two pixel sets may include duplicated pixels. As such, in the second pixel set reconstruction, only the chroma samples that belong to the third base color are reconstructed.

Assuming the $i$th pixel set that corresponds to the two neighboring base colors within one block is $s_i$, to derive the chroma component, the linear transform that establishes the relationship between luma and chroma is formulated as follows:

$$P_k = a_i \cdot I_k + \beta_i, \quad k \in s_i$$

(3)

where $I_k$ indicates the luma pixels in the set $s_i$ and $P_k$ represents the filter output. This linear model ensures that the chroma edge corresponds to the luma edge, and has been successfully applied in image filtering [15] and matting [26]. Parameters $a_i$ and $\beta_i$ are the coefficients that are derived locally from the $I_k$ and the initially interpolated chroma.
value $C_k$, which can be easily computed by minimizing the mean squared error between the transformed sample of $I_k$ and $C_k$ according to
\[
E_{rt} = \sum_{k \in s_l} (\alpha_i \cdot I_k + \beta_i - C_k)^2. \tag{4}
\]
Finally, the parameters are calculated as
\[
\begin{align*}
\alpha_i &= \frac{1}{\sigma_i^2} \sum_{k \in s_l} I_k C_k - \mu_I \mu_C \\
\beta_i &= \mu_C - \alpha_i \mu_I
\end{align*}
\tag{5}
\]
where $\mu_I$ and $\mu_C$ indicate the mean of $I$ and $C$ in the current set, and $\sigma_i^2$ represents the variance of luma pixel values.

Furthermore, the error sensitivity of the proposed model is analyzed to show the benefits of BCIM-based linear transform. Let $\tilde{C}_k$ denote the original full-chroma component and parameters $\alpha'_i$ and $\beta'_i$ denote the coefficients derived from the full luma and chroma using (5). Subsequently, we compute the error sensitivity function of the luma–chroma linear transform for both screen content and natural images
\[
e'_i = E[(\tilde{C}_k - \alpha'_i \cdot I_k - \beta'_i)^2]. \tag{6}
\]
For each block, the error sensitivity maps that are computed within the two major colors that take the largest proportion of the total pixels are demonstrated in Fig. 9, where we can observe that the $e'_i$ of natural images is relatively larger than that of screen content images. Moreover, within a screen content image, the error sensitivity is higher in natural regions. This further provides useful evidence that there is a high correlation between luma and chroma for textual content and it is therefore effective to transfer the structure of luma to chroma via linear mapping.

The error sensitivity function in (6) can also be written as
\[
e'_i = E[(\tilde{C}_k - \alpha'_i \cdot I_k - \beta'_i)^2]
= E[(\tilde{C}_k - \alpha'_i \cdot I_k - (\mu_C - \alpha'_i \mu_I))^2]
= E[((\tilde{C}_k - \mu_C) - \alpha'_i \cdot (I_k - \mu_I))^2]
= \sigma_C^2 + \alpha'_i^2 \sigma_I^2 - 2\alpha'_i \rho_{I\tilde{C}} \sigma_C \sigma_I \tag{7}
\]
where $\rho_{I\tilde{C}}$ denotes the correlation coefficient between the input chroma and luma components.

From (5), we have
\[
\alpha'_i = \rho_{I\tilde{C}} \cdot \frac{\sigma_C}{\sigma_I}. \tag{8}
\]
With (7) and (8), the error sensitivity function is given by
\[
e'_i = \sigma_C^2 + \alpha'_i^2 \sigma_I^2 - 2\alpha'_i \rho_{I\tilde{C}} \sigma_C \sigma_I
= \sigma_C^2 (1 - \rho_{I\tilde{C}}^2). \tag{9}
\]
This implies that the higher correlation between the two channels, the better performance we can achieve with the proposed model. This explains why we employ the index map to exploit the geometric relationship between luma and chroma. With the BCIM representation, the geometric mapping between luma and chroma can be easily obtained and the structure from luma content can be efficiently transformed to chroma. As only two base colors are employed in each optimization, this model ensures that the chroma edge exactly matches the luma edge, so as to eliminate the color shifting and blurring artifacts. The illustration of the filtering process is shown in Fig. 10, where the step edge due to the abrupt pixel value change on the text boundary is demonstrated. It is observed that the advantages of the BCIM-based linear transform are twofold. Within each major color, the chroma component is smoothen to unify the color. In contrast, near edge boundaries, the chroma step edge is further sharpened to eliminate the blurring artifacts.
It is noted that the minimal error can only be achieved when \( \alpha_i \) and \( \beta_i \) derived from the upsampled chroma exactly equal to the parameters computed from the input chroma. This is impossible in general. In the following section, we will show how to minimize the error sensitivity function with adaptive downsampling.

The proposed scheme is applicable to any codec as a postprocessing component. Moreover, it can be well incorporated into the palette mode-based screen coding techniques. In this way, the BCIM information can be directly obtained from the decoding information, which not only speeds up the upsampling process but also maintains accurate structure mapping. Application of the proposed scheme in YUV4:2:0 coding is discussed in Section IV.

### B. Adaptive Downsampling

The downsampling process gives rise to the loss of information. Therefore, the low-resolution image should be able to imply as much information as possible. Interpolation-based image downsampling was proposed in [27], in which the downsampled pixels are calculated based on the interpolation methods. In this paper, we further study the adaptive downsampling with the combination of the proposed BCIM-based upsampling scheme.

The aim of the adaptive downsampling is to make use of the interpolated chroma and full-resolution luma to derive more accurate parameters \( \alpha \) and \( \beta \). In general, the more accurate these coefficients are, the better upsampling quality will be achieved. Assuming the zero mean difference between the input chroma and upsampled chroma is \( n_k \)

\[
n_k = C_k - \hat{C}_k
\]

and we will have

\[
\begin{align*}
\mu_C &= \mu_{\hat{C}} \\
\rho_1 C &= \rho_{1\hat{C}} \cdot \frac{\sigma_{\hat{C}}}{\sigma_C} \\
\alpha_i &= \rho_{1C} \cdot \frac{\sigma_C}{\sigma_l}.
\end{align*}
\]

Therefore, when considering the interpolation chroma in calculating the parameters \( \alpha_i \) and \( \beta_i \), the error sensitivity function in (7) is reformulated as

\[
e_i = E[(\hat{C}_k - \alpha_i \cdot I_k - \beta_i)^2] = E[((\hat{C}_k - \mu_C) - \alpha_i \cdot (I_k - \mu_I))^2] = \sigma_{\hat{C}}^2 + \sigma_I^2 - 2\alpha_i \rho_{1C} \sigma_C \sigma_I = e_i'.
\]

This implies that with the zero mean assumption, the error sensitivity derived from the interpolated chroma is equal to the input chroma. Moreover, it is also observed that the downsampling error increases monotonously with the local variance. Therefore, the optimization objective in adaptive downsampling should be well structured with less noise. To approach this, luma guided chroma filtering is performed before downsampling. More specifically, the coefficients \( \alpha_i' \) and \( \beta_i' \) in the local set \( s_i \) are first computed with the input luma and chroma, and given the input chroma block \( C \), the filter output is obtained by linearly transforming the corresponding luma pixels to chroma, resulting in the filtering output \( \hat{C}' \)

\[
\hat{C}_k' = \alpha_i' \cdot I_k + \beta_i'.
\]

In set \( s_i \), the difference between \( \hat{C} \) and \( \hat{C}' \) is calculated as

\[
E_{\hat{C}\hat{C}'} = E[(\hat{C}_k - \alpha_i' \cdot I_k - \beta_i')] = E[((\hat{C}_k - \mu_{\hat{C}}) - \alpha_i \cdot (I_k - \mu_I))] = 0.
\]

Therefore, to ensure a better mapping relationship when upsampling, the filtering output \( \hat{C}' \) is treated as the optimization objective. In particular, the block-wise adaptive downsampling is performed by dividing each image into \( m \times n \) nonoverlapping block. Assuming the interpolation filter in upsampling (such as bilinear and bicubic) is \( \Phi \) with matrix size \( (m \times n) \times (m/2 \times n/2) \) [27]

\[
F = \begin{bmatrix}
    f_{0,0} & f_{0,1} & \cdots & f_{0,m/2 \times n/2-1} \\
    f_{1,0} & f_{1,1} & \cdots & f_{1,m/2 \times n/2-1} \\
    \vdots & \vdots & \ddots & \vdots \\
    f_{m \times n-1,0} & f_{m \times n-1,1} & \cdots & f_{m \times n-1,m/2 \times n/2-1}
\end{bmatrix}.
\]

Here, the matrix element \( f_{k,l} \) indicates the interpolation coefficient contributed by the \( l \)th downsampled pixel when performing the interpolation of the \( k \)th pixel. Assuming the downsampled chroma block is \( Z \) of size \( (m/2 \times n/2) \), the objective function is defined as follows:

\[
D_S = \|FZ + \Phi - \hat{C}'\|^2
\]

where \( \Phi \) accounts for the upsampling contribution of boundary pixels that lie outside the current block [27]. The optimization process is performed by setting the derivative of \( D_S \) to zero, leading to

\[
\frac{dD_S}{dZ} = 2F^T(FZ - (\hat{C}' - \Phi)) = 0.
\]
Finally, the optimal downsampled block \( Z^+ \) is derived as follows:

\[
Z^* = (F^T F)^{-1} F^T (\tilde{C}^r - \Phi).
\]  

(18)

It performs as the left-inverse operator for a full-rank interpolation operator.

C. Complexity Analysis

In applications such as screen virtualization, real-time decoding and processing should be strictly satisfied to ensure the interactivity performance and user experience. The down-sampling is usually performed in the cloud, which can provide more powerful computational resources for visual processing tasks. The complexity of the proposed upsampling algorithm is crucial, as it is usually performed at the thin client. In addition to the direct interpolation, the additional computational complexity brought by the upsampling algorithm originates from content analysis, parameter calculation, and linear transform. Assuming the block size is \( N = m \times n \), and we are particularly interested in the computational complexity at block level. For content analysis, the complexity of gradient calculation and histogram establishment is \( O(N) \) (constant per pixel). The linear least square method that solves (4) and the linear mapping are also \( O(N) \) complexity algorithm. Therefore, the overall complexity of the upsampling method is \( O(N) \), or equivalently \( O(1) \) per pixel. The low complexity algorithm can be well incorporated into the screen virtualization applications to generate high quality screen content images. For the downsampling process, the complexity of the BCIM filtering is also \( O(N) \) as the upsampling process. Another operation is to compute \( \Phi \) and derive the downsampled pixels with (18). As the operator \((F^T F)^{-1} F^T \) can be precalculated, the complexity of this process is \( O(N^2) \). Therefore, the overall complexity of the proposed downsampling algorithm is \( O(N^2) \).

IV. APPLICATION TO SCREEN CONTENT IMAGE COMPRESSION

Dong and Ye [28] proposed a practical approach that applies optimal downsampling ratio prior to encoding and upsampling after decoding, which has been demonstrated to significantly improve the rate–distortion (RD) performance over a wide range of bit rates. To further support the YUV4:2:0 screen content image compression with the proposed scheme, the downsampling is performed as a preprocessing process at the encoder, and adaptive upsampling is executed to generate the full chroma for display at the decoder. This process is shown in Fig. 11, where typical YUV4:2:0 codec is employed, such as H.264/AVC or HEVC. In this case, not only downsampling, but also compression will incur chroma distortion.

The main task of the codec is to convey the images with minimum possible distortion within available bit rate. Therefore, the downsampling and upsampling processes are better to be optimized in the framework of RD optimization (RDO) that attempts to optimize the reconstruction quality \( D \) subject to the constraint \( R_c \)

\[
\min \{D\} \quad \text{s.t.} \quad R \leq R_c.
\]  

(19)

This can be converted into an unconstraint optimization problem by [29]

\[
\min \{J\} \quad \text{where} \quad J = D + \lambda \cdot R
\]  

(20)

where \( J \) is called the RD cost and \( \lambda \) is known as the Lagrange multiplier that controls the tradeoff between \( R \) and \( D \).

Central to such an optimization problem is the way in which the distortion \( D \) is defined, because the quality of video can only be as good as it is optimized for. To achieve high coding efficiency, the distortion \( D \) should accurately reflect the ultimate distortion. For example, in [30] and [31], perceptual RDO scheme is proposed by employing more subjective-equivalent distortion models. In this context, as the final displayed image is rendered by the interpolated chroma components, the interpolation filter should be considered in the RDO framework as well.

In [32] and [33], the distortion model in HEVC is defined as

\[
D = D_Y + \omega \cdot D_C + \lambda \cdot R
\]  

(21)

where \( D_Y \) and \( D_C \) denote the distortion of luma and chroma components in terms of sum of squared error (SSE). Parameter \( \omega \) is the relative weight for chroma, and can be computed according to the difference between the quantization parameter (QP) of luma and chroma components, or the SSE of them in the previous frames. However, since the chroma frame has to be upsampled before display when using the YUV4:2:0 codec, a new distortion model is defined following the proposed upsampling processing to improve the coding efficiency.

Assuming the quantization error is \( \varepsilon \), analogies to (16), the total distortion when considering the quantization process in encoding is formulated as

\[
D_C = ||F(Z + \varepsilon) + \Phi - \tilde{C}'||^2.
\]  

(22)

In classical RD models [34], [35], the quantization error is a function of the quantization step. For example, one general model to estimate \( ||\varepsilon||^2 \) is \( (\Delta^2/12) \) [35], where \( \Delta \) denotes the quantization step. Therefore, \( FZ + \Phi - \tilde{C}' \) and \( F\varepsilon \) can be approximated to be uncorrelated [36]. Finally, \( D_C \) can be approximated as

\[
D_C = ||FZ + \Phi - \tilde{C}'||^2 + ||F\varepsilon||^2.
\]  

(23)

As the first term, \( ||FZ + \Phi - \tilde{C}'||^2 \) is independent of quantization and optimized in the downsampling process, the chroma
Fig. 12. Test screen content images (image1–image20).

distortion in the YUV4:2:0 encoder is finally defined as

\[ D_C = ||F\epsilon||^2. \]  
(24)

As such, the RDO process in the encoder takes both the distortion and the interpolation process into account, so that more efficient partitions and coding modes can be selected.

V. EXPERIMENTAL RESULTS

In this section, extensive experiments are carried out to evaluate the performance of the proposed algorithm. As shown in Fig. 12, 20 images from both the screen content quality assessment database [37] and the HEVC range extension test sequences are used for testing. The resolutions are from 624 × 624 to 1920 × 1080. Application scenarios of these test images include Web browsing, cloud computer aided design (CAD), and word editing. All of them are in YUV4:4:4 format. In the first experiment, we verify the performance of the downsampling and upsampling algorithms in terms of both objective quality assessment measures and subjective testing. In the second experiment, the complexity of the proposed method is evaluated. From the third to the fifth experiments, the influences of various parameter settings regarding the block size, block classification, and major color number on the final performance are investigated. Finally, the proposed method is incorporated into the YUV4:2:0 coding framework to demonstrate its applicability in screen content image compression.

A. Performance of Downsampling and Upsampling

In this experiment, the chroma components are first downsampled to YUV4:2:0 format and then upsampled to full chroma. In the proposed scheme, bilinear and bicubic are used for the initial interpolation, respectively. With regard to the downsampling process, in addition to the interpolation-dependent downsampling, two downsampling methods are employed, including average downsampling and MPEG-B downsampling [38]. In average downsampling, the downsampled value is the average of the four corresponding values. In MPEG-B downsampling, each image is filtered and then the upper left one in the four corresponding pixel values is used. The filter coefficient is set to be [2, 0, −4, −3, 5, 19, 26, 19, −3, −4, 0, 2]/64. The combination of the downsampling and upsampling methods used for comprehensive comparison, include the following.

1) D1-Direct: Directly interpolating the chroma samples using bilinear/bicubic with average downsampling.
2) D2-Direct: Directly interpolating the chroma samples using bilinear/bicubic with MPEG-B downsampling.
5) IDID: Directly interpolating the chroma samples using bilinear/bicubic with interpolation-dependent downsampling [27].

In this experiment, the default settings of parameters are applied, and the average quality of the two chroma components is evaluated in terms of peak signal-to-noise ratio (PSNR) and structural similarity (SSIM) index [39], respectively. The results for each image are demonstrated in Tables I and II, from which we can observe that the proposed scheme achieves the best performance among these methods. This is because that the proposed method takes advantages of the properties of screen content to exploit the performance of joint downsampling and upsampling. Moreover, one can discern that simply
applying the GF method in screen content will not bring better performance, as the unique characteristics of screen content are not considered. This implies that BCIM-based luma to chroma mapping plays an important role in the upsampling process. It is not surprising that IDID can improve the performance compared with the direct and GF approaches, as it performs optimization to deliver more information in the downsampled image. However, the proposed method significantly outperforms IDID in terms of both PSNR and SSIM, which shows the superior performance of the proposed algorithm.

In Figs. 13 and 14, we demonstrate the cropped images from original, D1-Direct interpolation, state-of-the-art schemes (D1-GF and IDID), and the proposed method. Since our proposed scheme is based on the structure mapping between luma and chroma, better subjective quality is achieved. It can be observed that more structure information have been preserved, and the color shifting artifacts are efficiently reduced. The visual quality improvement is due to the fact that the efficient representation of the geometric relationship with BCIM, resulting in more accurate structure transfer from luma to chroma.

To further validate the proposed scheme, we have conducted a subjective experiment, where 16 subjects were invited to rank six sets of images based on bilinear and six sets of images based on bicubic, respectively. It is noted that the original image sets for bilinear and bicubic cases are exactly the same.

A general introduction was given at the beginning of the whole test, and more specific instructions and training session were given afterward. In particular, each screen content image is viewed at least for 10 s and zooming is allowed. This is
because that the major task of the HVS when viewing an image is to act as an optimal information extractor [40], and the screen content image usually contains richer information than natural images. The principle is to rank the images based on the visual quality. The results for bilinear and bicubic are averaged for demonstration. In Table III, the average rankings are shown, where lower values correspond to better quality. It is observed that, the proposed scheme has obtained outstanding results and 16 of 20 images are among the top two (in most cases, the best one is the original image without any distortion). These results provide proof of the superiority of the proposed scheme in chroma sampling applications of screen content images.

### B. Complexity Comparison

In this section, we evaluate the complexity of the proposed downsampling and upsampling methods, respectively.

---

**Table III**

**Average Rankings by Subjective Tests (The Top Two Methods Are in Boldface)**

<table>
<thead>
<tr>
<th>Number</th>
<th>Org</th>
<th>D1-Direct</th>
<th>D-ID</th>
<th>D-ID-GF</th>
<th>D1-GF</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.44</td>
<td>4.31</td>
<td>2.50</td>
<td>4.81</td>
<td>5.88</td>
<td>2.06</td>
</tr>
<tr>
<td>2</td>
<td>1.38</td>
<td>5.25</td>
<td>2.13</td>
<td>4.50</td>
<td>5.00</td>
<td>2.75</td>
</tr>
<tr>
<td>3</td>
<td>1.13</td>
<td>4.25</td>
<td>2.81</td>
<td>5.44</td>
<td>5.25</td>
<td>2.13</td>
</tr>
<tr>
<td>4</td>
<td>2.06</td>
<td>3.56</td>
<td>3.69</td>
<td>4.63</td>
<td>5.50</td>
<td>1.56</td>
</tr>
<tr>
<td>5</td>
<td>1.56</td>
<td>4.19</td>
<td>4.13</td>
<td>4.31</td>
<td>5.25</td>
<td>1.56</td>
</tr>
<tr>
<td>6</td>
<td>1.44</td>
<td>4.00</td>
<td>2.75</td>
<td>4.94</td>
<td>5.63</td>
<td>2.25</td>
</tr>
<tr>
<td>7</td>
<td>1.25</td>
<td>4.00</td>
<td>4.13</td>
<td>4.75</td>
<td>4.88</td>
<td>2.00</td>
</tr>
<tr>
<td>8</td>
<td>1.13</td>
<td>4.69</td>
<td>3.81</td>
<td>3.94</td>
<td>5.38</td>
<td>2.06</td>
</tr>
<tr>
<td>9</td>
<td>1.63</td>
<td>4.56</td>
<td>2.81</td>
<td>4.94</td>
<td>5.19</td>
<td>1.88</td>
</tr>
<tr>
<td>10</td>
<td>2.00</td>
<td>4.13</td>
<td>2.56</td>
<td>5.13</td>
<td>5.56</td>
<td>1.63</td>
</tr>
<tr>
<td>11</td>
<td>1.44</td>
<td>4.25</td>
<td>2.94</td>
<td>4.81</td>
<td>5.44</td>
<td>2.13</td>
</tr>
<tr>
<td>12</td>
<td>1.88</td>
<td>3.25</td>
<td>3.50</td>
<td>5.06</td>
<td>5.38</td>
<td>1.94</td>
</tr>
<tr>
<td>13</td>
<td>1.56</td>
<td>4.25</td>
<td>2.25</td>
<td>5.19</td>
<td>5.31</td>
<td>2.44</td>
</tr>
<tr>
<td>14</td>
<td>1.38</td>
<td>4.38</td>
<td>2.38</td>
<td>5.00</td>
<td>5.38</td>
<td>2.50</td>
</tr>
<tr>
<td>15</td>
<td>1.31</td>
<td>4.75</td>
<td>2.31</td>
<td>5.00</td>
<td>4.94</td>
<td>2.69</td>
</tr>
<tr>
<td>16</td>
<td>1.50</td>
<td>4.38</td>
<td>2.44</td>
<td>4.81</td>
<td>5.56</td>
<td>2.31</td>
</tr>
<tr>
<td>17</td>
<td>1.38</td>
<td>4.06</td>
<td>3.44</td>
<td>4.94</td>
<td>5.44</td>
<td>1.75</td>
</tr>
<tr>
<td>18</td>
<td>1.69</td>
<td>4.75</td>
<td>3.19</td>
<td>4.63</td>
<td>5.19</td>
<td>1.56</td>
</tr>
<tr>
<td>19</td>
<td>1.31</td>
<td>3.94</td>
<td>2.81</td>
<td>5.31</td>
<td>5.19</td>
<td>2.44</td>
</tr>
<tr>
<td>20</td>
<td>1.38</td>
<td>4.75</td>
<td>2.81</td>
<td>4.75</td>
<td>5.44</td>
<td>1.88</td>
</tr>
</tbody>
</table>

---

In particular, we employ the computation unit (CU) to facilitate the quantitative measurement of the computational consumptions. For downsampling, we choose the computation time of average downsampling as the CU. For upsampling, we choose the computation time of direct bilinear/bicubic as the CU. Furthermore, we scale the computation consumptions of other downsampling/upsampling methods as the multiple of CU. To obtain more accurate complexity comparison, we perform the program in MATLAB for 100 times with Intel 3.40-GHz Core processor and 8-GB random access memory, and the average results are recorded.

As indicated in Section III-C, the computational overhead for downsampling is $O(N^2)$ while for upsampling algorithm...
is $O(N)$. As demonstrated in Figs. 15 and 16, it is observed that the complexity of upsampling processing is around 7 CUs and that of the downsampling processing is 25 CUs. It is noted that for IDID and proposed methods, they require to specify the upsampling method to generate the downsampling pixels. Therefore, the downsampling complexity levels in the scenarios of both bicubic and bilinear are demonstrated. Moreover, it is interesting to find that the proposed approach has a comparable complexity level with the GF method, of which the computational time is also $O(N)$. The relative low complexity upsampling ensures its applicability in thin clients for efficient screen rendering.

C. Impact of Block Partition Size

In Section V-A, the default block size $16 \times 16$ is employed to evaluate the performance. In general, either too large or too small block size may introduce performance loss, as small block size may not fully capture the major colors for chroma pixel reconstruction, while large block may destroy the structure mapping between luma and chroma. To further investigate this issue, the block size is set to be $8 \times 8$, $16 \times 16$, $24 \times 24$, and $32 \times 32$. Moreover, an adaptive block size selection strategy is applied, where the block size is set to be equal to the coding unit size in HEVC ($QP = 20$) [41]. The average PSNR and SSIM scores for 20 images are demonstrated in Fig. 17. It is observed that the default setting achieves comparable performance with the adaptive block size selection strategy. Moreover, smaller or larger block partitions may lead to performance degradation in terms of both PSNR and SSIM. However, when comparing the reconstruction quality in Tables I and II of other methods such as IDID and GF, they are still able to achieve superior performance, which further illustrates the robustness of the proposed algorithm.

D. Impact of Block Classification

To exhibit the sensitivity of parameter setting in classifying the block types, we conduct a detailed study to investigate the impact of the variations of $N_{ST}$ and $I_{th}$ on the final performance. In (2), $I_{th}$ is defined as the threshold for classifying high gradient pixels and $N_{ST}$ indicates the threshold on the number of high gradient pixels to identify the high gradient blocks.

In particular, in addition to the reconstruction quality, the high gradient block ratio is examined as well

$$p_t = \frac{\text{Num}_t}{\text{Num}_{\text{total}}}$$
where Num_t and Num_w indicate the number of high gradient blocks and total blocks, respectively.

The average of PSNR, SSIM as well as the high gradient block ratio $p_t$ for 20 images in terms of different $N_{ST}$ settings are demonstrated in Fig. 18, where it is shown that the proposed method produces reasonably stable performance when $N_{ST}$ is set within a certain range. The performance starts to degrade when $N_{ST} > 10$, resulting from the reason that less blocks are classified into high gradient blocks for processing. A similar trend can be observed for various settings of $I_{th}$ in Fig. 19 as well. When $I_{th} > 52$, the performance begins to significantly degrade. Moreover, it is also observed that introducing more natural image blocks into the BCIM-based upsampling process by setting small values of $N_{ST}$ and $I_{th}$ will not lead to significant performance variation, as we restrict the number of major colors to accommodate the limited color property of textual blocks.

### E. Impact of Base Colors

In this section, we conduct a study to investigate the impact of extracted base color number on the final performance.
In the proposed scheme, to achieve a good balance between the performance and complexity, the default setting on the number of employed base colors is limited to four. To further study the optimal base color number setting, we vary the settings by including two, four, six, and eight base colors in the BCIM representation. If the maximum number of base colors within a block is less than the restricted number, all the base colors are employed. The performance is demonstrated in Fig. 20, where it is observed that when the number of employed base colors is larger than four, little performance improvement is observed. This can be explained by the property of limited colors in screen content, such that increasing the number of base colors beyond the inherent color number in textual block has little influence on the final performance.

F. Performance of Screen Content Image Compression

In this section, the proposed scheme implemented with default parameter settings is incorporated into the YUV4:2:0 coding framework. More specifically, HEVC codec (HM13.0) [42] with intra configuration is employed to compress the screen content images. The RD performance is evaluated in terms of the PSNR and SSIM (PSNR$_C$ and SSIM$_C$) of the chroma component as well as the average quality of all the channels

$$\text{PSNR}_T = \frac{1}{3} (\text{PSNR}_Y + \text{PSNR}_U + \text{PSNR}_V)$$

$$\text{SSIM}_T = \frac{1}{3} (\text{SSIM}_Y + \text{SSIM}_U + \text{SSIM}_V).$$

We compare the RD performance of the proposed scheme with the methods such as bicubic/bilinear and IDID. In particular, the performance of the RDO algorithm that considers the final sampling process is evaluated as well. Typical application scenarios of screen content compression are considered, including Web browsing, word editing, and cloud CAD, as demonstrated in Fig. 21. For each comparison, bicubic or bilinear interpolation method with average downsampling is considered as anchor. The results are shown from Figs. 22–25, which demonstrate that the proposed scheme with RDO outperforms the others. Moreover, the proposed scheme without RDO still achieves significant improvement.

1The coding bits are converted to bit rate (kbits/s) in RD curves.
over the other methods except the approach with RDO. This verifies the effectiveness of the proposed joint upsampling and downsampling schemes in the application of screen content image compression. It is also observed that the bit rate saving at high bit rate is more significant. This is because that at high bit rate, the quantization error is almost ignorable compared with the distortion introduced by downsampling.

VI. CONCLUSION

The novelty of this paper lies in the joint design of adaptive upsampling and downsampling algorithms, which seamlessly work together for chroma format conversion of screen content image. The upsampling filter is developed with the utilization of major colors extracted from the luma component. By means of the major color and index map representation, the structure information is transferred from luma to chroma component with a linear transform. To further enable high efficiency upsampling, an adaptive downsampling filter is developed by involving the BCIM-based inverse operation of interpolation. This scheme is further incorporated into screen content compression framework to verify its efficiency. The superior performance of the proposed was demonstrated, which offered significant quality improvement as well as bit rate reduction in terms of the chroma quality.
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